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#### Abstract

The homoleptic mononuclear compound [Co(bpp$\left.\mathrm{COOMe})_{2}\right]\left(\mathrm{ClO}_{4}\right)_{2}(1) \quad$ (bpp-COOMe=$=$ methyl $2,6-\mathrm{di}($ pyrazol- 1 -yl)pyridine-4-carboxylate) crystallizes in the monoclinic C2/c space group, and the cobalt(II) ion possesses a pseudo-octahedral environment given by the two mer-coordinated tridentate ligands. Direct-current magnetic data, single-crystal torque magnetometry, and EPR measurements disclosed the easy-axis nature of this cobalt(II) complex, which shows single-molecule magnet behavior when a static field is applied in alternating-current susceptibility measurements. Dia-


#### Abstract

magnetic dilution in the zinc(II) analogue [ $\mathrm{Zn}(\mathrm{bpp}-\mathrm{COO}-$ $\left.\mathrm{Me})_{2}\right]\left(\mathrm{ClO}_{4}\right)_{2}(2)$ afforded the derivative $\left[\mathrm{Zn}_{0.95} \mathrm{Co}_{0.05}\right.$ (bpp-COO$\left.\mathrm{Me})_{2}\right]\left(\mathrm{ClO}_{4}\right)_{2}$ (3), which exhibits slow relaxation of magnetization even in zero field thanks to the reduction of dipolar interactions. Theoretical calculations confirmed the overall electronic structure and the magnetic scenario of the compound as drawn by experimental data, thus confirming the spin-phonon Raman relaxation mechanism, and a direct quantum tunneling in the ground state as the most plausible relaxation pathway in zero field.
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## Introduction

Single-molecule magnets (SMMs) can in principle be used for encoding binary information and for data processing, thus exploiting their magnetic bistability and inherent quantum behavior. ${ }^{[1]}$ Research in this field moves in different directions, such as finding better performing systems, ${ }^{[2,3]}$ developing reliable methods to deposit molecules on solid substrates, ${ }^{[4,5]}$ and finding ways to control molecular magnetism by external stimuli, including light and pressure. ${ }^{[6-8]}$ Complexes that contain only one metal center may represent the smallest chemically tuneable SMMs for spin-based devices, ${ }^{[9]}$ and significant progress has been made in this regard by using lanthanides ${ }^{[3,10]}$ and, more recently, 3d metal ions. ${ }^{[10,11]}$ In the latter case, relaxation by quantum tunneling is usually very fast in zero field, so that application of a static field is required to observe SMM behavior by alternating-current (ac) susceptibility measurements. However, few examples of zero-field SMMs based on mononuclear complexes of iron(I) ${ }^{[12]}$ iron(III), ${ }^{[13]}$ and cobalt(II) have been reported, ${ }^{[14-25]}$ which all feature half-integer spin states $(S=3 / 2$ or $5 / 2$ ). In particular, individual cobalt(II) ions were found to exhibit zero-field SMM behavior when embedded in tetrahedral, ${ }^{[14-17,20,22,24]}$ trigonal prismatic, ${ }^{[18,19,23]}$ or linear ${ }^{[21]}$ coordination environments or in a solid-state lattice. ${ }^{[25]}$ In all these cases, the metal complexes possess a negative zero field splitting (zfs) parameter ( $D$ ), thus suggesting the investigation of other coordination environments suitable to enforce an easyaxis magnetic anisotropy on the cobalt(II) ion.

The 2,6-bis(pyrazol-1-yl)pyridine (bpp) class of ligands is well known for the promotion of spin-crossover (SCO) in octahedral iron(II) metal complexes. ${ }^{[26-28]}$ These ligands can host both high-spin (HS) and low-spin (LS) iron(II) centers, ${ }^{[27]}$ thus enabling spin-state modulation by temperature or application of light. ${ }^{[29,30]}$ In some cases, the distortion of the octahedral geometry is so pronounced as to block the metal center in its HS state, as we recently found when using methyl 2,6-di(pyrazol1 -yl)pyridine-4-carboxylate (bpp-COOMe). ${ }^{[26]}$ In particular, in the distorted molecular structure of $\left[\mathrm{Fe}(\mathrm{bpp}-\mathrm{COOMe})_{2}\right]\left(\mathrm{ClO}_{4}\right)_{2}$, the pseudo-octahedral coordination environment leads to a stabilization of the $d_{x y}$ orbital relative to $d_{x z}$ and $d_{y z}$ (where $z$ represents the trans-N\{pyridyl\}-Fe-N\{pyridyl\} direction and $x$ and $y$ represent the directions of the coordinated pyrazolyl nitrogen atoms). ${ }^{[26]}$

Such an orbital pattern is expected to produce an easy-axis anisotropy for cobalt(II), as sought for. ${ }^{[31]}$ We have thus synthesized $\left[\mathrm{Co}(\mathrm{bpp}-\mathrm{COOMe})_{2}\right]\left(\mathrm{ClO}_{4}\right)_{2}(1)$ by reaction of cobalt(II) perchlorate with bpp-COOMe and found this compound to be isostructural to the iron(II) complex. ${ }^{[26]}$ From the study of the magnetic properties of 1 , we discovered that it has an easyaxis anisotropy and shows SMM behavior under an applied external field. Magnetic dilution in the zinc(II) analogue $\left[\mathrm{Zn}(\mathrm{bpp}-\mathrm{COOMe})_{2}\right]\left(\mathrm{ClO}_{4}\right)_{2}(2) \quad$ afforded $\quad\left[\mathrm{Zn}_{0.95} \mathrm{Co}_{0.05}(\mathrm{bpp}-\mathrm{COO}-\right.$ $\left.\mathrm{Me})_{2}\right]\left(\mathrm{ClO}_{4}\right)_{2}(3)$, in which dipolar interactions are reduced and slow relaxation of the magnetization is detectable even in zero field. To the best of our knowledge, this finding discloses the first fully characterized pseudo-octahedral cobalt(II) complex with easy-axis anisotropy that acts as a zero-field SMM. ${ }^{[32]}$ Herein, we present detailed and critical descriptions of the experimental data collected by direct-current (dc) and ac magnetic measurements, X-band electron paramagnetic resonance (EPR) spectroscopy, single-crystal cantilever torque magnetometry (CTM), and ab initio theoretical calculations in support for the magnetic properties of 1.

## Results and Discussion

## Synthesis, crystallization, and molecular structures

The reaction of a suspension of bpp-COOMe in acetonitrile with $\left[\mathrm{M}\left(\mathrm{ClO}_{4}\right)_{2}\right] \cdot 6 \mathrm{H}_{2} \mathrm{O}(\mathrm{M}=\mathrm{Co}, \mathrm{Zn}$; either as pure salts or in a mixture) at room temperature produced the immediate dissolution of the ligand and formation of a solution, which gave well-formed X-ray-quality crystals of 1 (light red), 2 (colorless), or 3 (very light orange) in good yield by vapour diffusion with diethyl ether. The crystals of the three compounds are air stable, belong to the monoclinic space group $C 2 / c$, and are isomorphous to the iron(II) derivative recently studied for its SCO properties (see Tables S1 and S2 in the Supporting Information for a comparison of the room-temperature unit-cell parameters). ${ }^{[26]}$ X-ray diffraction data were collected at 295 and 161 K for 1 and at 120 K for 2 to determine the molecular structures, and the main bond lengths and angles obtained are reported in Table 1.

In all cases, the metal coordination environments show a pronounced distortion from a perfect octahedral geometry

|  | $\begin{aligned} & 1 \\ & {[T=295 \mathrm{~K}]} \end{aligned}$ | $\begin{aligned} & \mathbf{1} \\ & {[T=161 \mathrm{~K}]} \end{aligned}$ | $\begin{aligned} & \mathbf{2} \\ & {[T=120 \mathrm{~K}]} \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| M1-N1 | $2.142(2)$ | 2.141(2) | $2.1428(16)$ |
| M1-N14 | 2.148 (2) | 2.152(2) | $2.2056(16)$ |
| M1-N15 (py) | 2.082(2) | 2.080(2) | 2.1216(16) |
| N1-M1-N15 | 74.56(9) | 74.73(8) | 74.43(6) |
| N15-M1-N14 | 74.91(9) | 74.93(8) | 73.49(6) |
| N1-M1-N14 ( $\psi$ ) | 148.76(9) | 148.99(8) | 147.72(6) |
| N15-M1-N15 ${ }^{\text {[a] }}$ ( $\phi$ ) | 161.12(13) | 161.45(8) | 160.36(6) |
| $\theta^{[b]}$ | 81.21 | 81.59 | 82.92 |
| $\Sigma^{[]]}$ | 140.1 | 139.1 | 145.6 |
| $\Theta^{[c]}$ | 445 | 444 | 457 |

[a] The N15' atom is obtained from N15 through a twofold rotation. [b] Dihedral angle between the two ligands (the plane of each ligand was defined as the least-squares plane through its sixteen aromatic C/N atoms). [c] See ref. [28] for the definition. py = pyridine.
(see Figure 1 and Figure S1 in the Supporting Information). This finding is best outlined by the trans-N\{pyridyl\}-M-N\{pyrid$\mathrm{yl}\}$ angle $(\phi)$ and the dihedral angle between the least squares (Is) planes of the two mer-coordinated ligands $(\theta)$, which lie far from the ideal values of 180 and $90^{\circ}$, respectively. ${ }^{[27]}$ Although


Figure 1. Molecular structure of the $\left[\mathrm{Co}(\mathrm{bpp}-\mathrm{COOMe})_{2}\right]^{2+}$ cation of 1 at low temperature in a perspective view with ring labeling (ring $A=N 1 N 4 C 3 C 2 C 1$, ring $B=N 14 N 10 C 11 C 12 C 13$, ring $C=N 15 C 5 C 6 C 7 C 8 C 9$, where N1, N14, and N15 are the donor atoms to cobalt). The magnetic anisotropy axes were obtained by single-crystal CTM and EPR measurements. $\mathrm{Co}=$ azure, $\mathrm{O}=$ red,
$\mathrm{N}=$ blue, $\mathrm{C}=$ light gray, $\mathrm{H}=$ white; easy axis = red, intermediate axis = green, hard axis = yellow.
the cobalt(II) ion in 1 is Jahn-Teller active, ${ }^{[33]}$ the described distortion is most probably caused by crystal-packing effects because this distortion is present, to almost the same extent, in the zinc(II) derivative 2. Note that the most regular geometry would still exhibit departures from the perfect octahedral symmetry due to the intrinsic shape of the bpp ligands, which imposes a clamp angle $(\psi)$ of less than $180^{\circ}$. The distortion is also highlighted by the high values of the parameters $\Sigma$ and $\Theta$ (Table 1). The first parameter is a general measure of the deviation of a metal ion from an ideal octahedral geometry, whereas the $\Theta$ value more specifically indicates the distortion from an octahedral environment toward a trigonal-prismatic structure. ${ }^{[28]}$ In fact, a perfectly octahedral complex would give $\Sigma=$ $\Theta=0$.

The $\mathrm{Co}-\mathrm{N}$ bond lengths in 1 (Table 1) range from $2.08 \AA$ with the pyridyl nitrogen atom (ring C) to about $2.15 \AA$ with
the pyrazolyl moieties (rings A and B), which are partially rotated by about $6-10^{\circ}$ with respect to the Is plane of the whole ligand; furthermore, these values remain the same within experimental error upon variation of the temperature. The ester group is coplanar with the pyridyl ring $C$ and is involved in one of the two shortest intermolecular interactions with one pyrazolyl $\quad \mathrm{C}-\mathrm{H}$ group $(\mathrm{C} 1(\mathrm{H} 1) \cdots \mathrm{O} 17=3.252 / 3.291 \AA$, $\mathrm{C} 1-$ $\mathrm{H} 1 \cdots \mathrm{O} 17=147.6 / 148.9^{\circ}$ at $161 / 295 \mathrm{~K}$ ), which leads to a Co...Co distance of $9.642 / 9.664 \AA$. The second short intermolecular contact involves another $\mathrm{C}-\mathrm{H}$ group and the pyrazolyl ring of the adjacent molecule ( $\mathrm{C} 12(\mathrm{H} 12) \cdots$ centroid(ring A$)=3.47 /$ $3.52 \AA, \mathrm{C} 12-\mathrm{H} 12 \ldots$ centroid $($ ring A$)=150 / 149^{\circ}$ at $\left.161 / 295 \mathrm{~K}\right)$ with a shorter intermolecular Co...Co distance of 8.494/8.530 Å. Perchlorate anions are located in the voids between the cations, and all the oxygen atoms are involved in weak $\mathrm{C}-\mathrm{H} \ldots \mathrm{O}$ interactions (see Figure S1 and Tables S3 and S4 in the Supporting Information).

The zinc derivative $\mathbf{2}$ shows similar structural features relative to $\mathbf{1}$, with only slightly longer $\mathrm{Zn}-\mathrm{N}$ distances with the pyrazolyl rings (Table 1), but fully comparable crystal packing (see Table S5 in the Supporting Information), which allowed us to successfully obtain the diamagnetically diluted crystalline sample 3 containing a $\mathrm{Zn} / \mathrm{Co}$ ratio of 18:1 (i.e., $\mathrm{Zn}_{0.9475} \mathrm{Co}_{0.0525}$ ), as confirmed by inductively coupled plasma optical emission spectrometry (ICP-OES).

## Static magnetic properties

Dc magnetic susceptibility data of 1 were recorded in the temperature range $2-300 \mathrm{~K}$ in a low-field regime ( 1 kOe up to 40 K and 10 kOe from 30 to 300 K ), together with the field dependence of the isothermal molar magnetization $\left(M_{M}\right)$ at low temperature (Figure 2). The product of the molar magnetic susceptibility $\left(\chi_{M}\right)$ and the temperature ( $T$ ) was about 2.84 emuK $\mathrm{mol}^{-1}$ at 300 K , against an expected spin-only value of 1.875 emu K mol $^{-1}$ for an $S=3 / 2$ ion with $g=2.00$. This difference indicates a relevant orbital contribution to the magnetism, which can be parametrized in the first approximation by


Figure 2. Temperature dependence of the $\chi_{M} T$ product for 1 (red circles in the main panel; overlapped points in the range $30-40 \mathrm{~K}$ refer to measurements at 1 and 10 kOe ). Inset: field dependence of the molar magnetization $\left(M_{M}\right)$ at 1.8 (blue), 3.0 (green), 5.0 (yellow), and 7.0 (red) K. Solid lines are given by the best-fit parameters (see the text for details).
assuming $g=2.46$. The $\chi_{M} T$ value remains almost unvaried upon cooling down to 90 K , at which point it begins to slowly decrease to 1.98 emu $\mathrm{Kmol}^{-1}$ at 2.0 K , which is consistent with the depopulation of the spin-orbit and low-symmetry split states of the ${ }^{4} \mathrm{~T}_{1 g}\left(\mathrm{O}_{\mathrm{h}}\right)$ electronic term.

Although a spin Hamiltonian formalism might be inadequate to account for the electronic structure of the cobalt(II) ion, ${ }^{[34]}$ we first used the following Hamiltonian to fit the experimental $\chi_{M} T(T)$ and $M_{M}(H)$ data simultaneously by using the PHI program [Eq. (1)]: ${ }^{[35]}$

$$
\begin{align*}
\mathcal{H}= & \mathcal{H}_{\text {zeeman }}+\mathcal{H}_{z f s}=\mu_{B} \widehat{B} \cdot \overline{\boldsymbol{g}} \cdot \widehat{S}+\widehat{\boldsymbol{S}} \cdot \overline{\mathbf{D}} \cdot \widehat{S} \\
= & g_{x} \mu_{B} B_{x} S_{x}+g_{y} \mu_{B} B_{y} S_{y}+g_{z} \mu_{B} B_{z} S_{z}+  \tag{1}\\
& D\left[S_{z}^{2}-\frac{1}{3} S(S+1)\right]+E\left(S_{x}^{2}-S_{y}^{2}\right)
\end{align*}
$$

in which $D$ and $E$ are the axial and transverse second-order anisotropy parameters (defined from the principal components of the $\bar{D}$ matrix as $D=3 D_{z z} / 2$ and $\left.E=\left(D_{x x}-D_{y y}\right) / 2\right)$ and $g_{x}, g_{y}$ and $g_{z}$ are the principal components of the $\bar{g}$ matrix for the $S=3 / 2$ state ( $\overline{\boldsymbol{D}}$ and $\overline{\boldsymbol{g}}$ were assumed to be collinear). By taking an axial $\overline{\boldsymbol{g}}$ matrix with $g_{x}=g_{y}$ for simplicity, a systematic survey was performed with $g_{\alpha}$ values $(\alpha=x, y, z)$ from 1.8 to 3.2 and diagonal components of $\bar{D}$ from -90 to $90 \mathrm{~cm}^{-1}$. An accurate fit was only possible for negative $D$ values and a unique solution fulfilled the condition expected for easy-axis cobalt(II) ions, namely $g_{z}>g_{x}=g_{y}: D=-57.5(7),|E|=15.7(3) \mathrm{cm}^{-1} ; g_{x}=$ $g_{y}=2.332(4), g_{z}=2.6687(15)$. As can be noted, the cobalt(II) ion has an easy-axis anisotropy, but with a relevant rhombic distortion, as given by $|E / D|=0.273$ (the sign of $E$ is irrelevant for powder measurements when $g_{x}=g_{y}$ ). The resulting splitting of the $S=3 / 2$ manifold is $2\left(D^{2}+3 E^{2}\right)^{1 / 2}=127 \mathrm{~cm}^{-1}$.

## Torque magnetometry

To gain independent experimental evidence of the magnetic anisotropy, CTM experiments were performed on a face-indexed single crystal of 1 mounted on a rotating capacitive cantilever torquemeter. The device measures the torque component $\left(\tau_{Y}\right)$ along the rotation axis $(Y)$, whereas the magnetic field is applied normal to $Y$ in the $X Z$ plane at an angle $\theta$ from $Z(\theta$ increases going from $Z$ toward $-X) .{ }^{[36,37]}$ The measured torque is thus given by Equation (2):
$\tau_{Y}=m_{Z} B_{X}-m_{X} B_{Z}$
in which $\mathbf{m}=\left(m_{x}, m_{y} m_{z}\right)$ is the magnetic moment of the sample and $\mathbf{B}=\left(B_{X}, 0, B_{Z}\right)$ is the applied magnetic field. Two rotations (Rot1 and Rot2) were performed in which the $X Y Z$ frame corresponds to the orthogonalized crystallographic frame $a^{*} b c$ (Rot1) or $-a^{*} c b$ (Rot2) (see the Supporting Information for further details). Thanks to the fact that the cobalt(II) ion in 1 is located on a binary axis of the monoclinic C2/c space group, only one molecule is magnetically independent. Moreover, one of the principal directions of the magnetic anisotropy tensor (e.g., y) must coincide with this binary axis,
which is parallel to $b$, whereas the others ( $x$ and $z$ ) must lie in the $a^{*} c$ plane. When scanning this plane, as in Rot1, and working in the low-field limit Equation (2) becomes Equation (3):
$\tau_{Y}(\phi)=B^{2}\left(\chi_{z z}-\chi_{x x}\right) \sin \phi \cos \phi$
in which $\bar{\chi}$ is the susceptibility tensor and $\phi=\theta_{z}-\theta$ is the angle between the principal anisotropy axis $z$ and $\mathbf{B}$ (i.e., the magnetic field is applied along $z$ at $\theta=\theta_{z}$ ). The principal directions of the anisotropy tensor, separated by $\pi / 2$ but arbitrarily located in the $a^{*} c$ plane, are easily detected as zero-torque points. Furthermore, the easy or hard character becomes evident by increasing the field at low temperature; as a result, when the low-field limit is no longer valid the curves become steeper around the hard-axis zero-torque point. ${ }^{[37]}$ The measurements, performed at 10 K under a static magnetic field of 2 and 4 T and at 100 K with a magnetic field of 10 and 12 T , are reported in Figure 3, whereas the data at intermediate temperatures are available in Figure S2 (see the Supporting Information).

In $\operatorname{Rot} 1\left(X Y Z=a^{*} b c\right)$ at 10 K , we find the first torque zero point at $\theta=43^{\circ}$ on going from $c$ toward $-a^{*}$; thus, the first inplane principal direction ( $x$ ) deviates by only about $10^{\circ}$ from the $a$ crystallographic axis (see Figure S3 in the Supporting Information). The second torque zero point occurs at $\theta=133^{\circ}$ and corresponds to the second in-plane principal direction $z$ $\left(\theta_{z}=133^{\circ}\right)$. The sign of the measured torque signal directly in-
dicates that $z(x)$ is the easy (hard) in-plane direction. The same conclusion can be reached looking at the data obtained at 4 T . At this field, the torque curve deviates from the simple angular dependence given by Equation (3), thus showing a steeper angular variation $\theta=43^{\circ}$, which is identified as the hard direction in the scanned plane.

For Rot2 $\left(X Y Z=-a^{*} c b\right)$, the two torque zero points are found at $\theta=0$ and $90^{\circ}$, as expected; that is, when the field is applied along the $b$ and $a^{*}$ crystallographic axes, respectively. Unlike the former, the latter field orientation does not individuate a principal anisotropy axis, but only the projection on the $a^{*} b$ plane. Both the sign and shape of the torque signal in this rotation indicate that the crystal is more easily magnetized along $a^{*}$ than $b$. However, it is not possible to establish whether $b$ is the overall intermediate or hard anisotropy axis from a qualitative analysis. To solve this ambiguity, the data obtained at $T=10 \mathrm{~K}$ were numerically simulated with the $S=3 / 2 \mathrm{spin}$ Hamiltonian in Equation (1). As a first step, the $\overline{\boldsymbol{g}}$ and $\overline{\bar{D}}$ matrices were constrained to have principal values determined by means of dc magnetic measurements, but the common principal directions were left free to reorient in space and an overall scale factor was refined to account for the incertitude on the mass of the crystal (ca. $80 \mu \mathrm{~g}$ ). In a second step, the principal values were also left free to vary; however, this approach did not provide any improvement in the agreement.

In the end, the fitting procedure indicated that $b$ is the overall intermediate axis (i.e., $y$ in [Eq. (1)] with $E>0$ ), whereas the


Figure 3. Experimental data (dots) and simulated curves with $S=3 / 2$ spin Hamiltonian (solid lines; $\mathrm{Nmmol}^{-1}$ ) of 1 obtained with CTM for two rotations at 10 and 100 K under different static magnetic fields. The common orientation of the $\overline{\boldsymbol{g}}$ and $\overline{\boldsymbol{D}}$ matrices was optimized from the 10 K data by using the principal values obtained from magnetization and susceptibility data.
$a^{*} c$ plane contains the easy $(z)$ and hard $(x)$ molecular magnetic axes, with the latter at approximately $10^{\circ}$ from $a$. The orientation of the anisotropy axes shown in Figure 1 is superimposed onto the molecular structure, where the principal axes do not point toward, but between, the ligand atoms. The good agreement between the simulated and experimental torque data confirms the spin Hamiltonian parameters extracted from the static magnetic measurements, in particular the negative sign of $D$ with a relatively large rhombicity. On the other hand, Figure 3 shows that the agreement is less satisfactory at 100 K . The inclusion of rhombicity in the $\overline{\boldsymbol{g}}$ matrix (see the section on EPR spectroscopy), that is, $g_{x} \neq g_{y}$ does not improve the quality of the fit, as indeed expected because the torque measurements are mainly sensitive to the $\bar{D}$ tensor. Keeping in mind that the orbital angular momentum of the cobalt(II) ion may be not completely quenched, the magnetic properties are affected on increasing the temperature by spinorbit coupled states at higher energies and the description of the metal ion as a simple $S=3 / 2$ spin may be no longer valid. This outcome would result in a failure of the spin Hamiltonian approach, thus leaving ab initio methods and explicit inclusion of the orbital contribution ${ }^{[34]}$ as the only ways to appropriately describe the system (see below).

## EPR spectroscopy

EPR spectroscopy can be regarded as a complementary technique to CTM because EPR spectroscopic analysis can easily provide detailed information on the $\overline{\boldsymbol{g}}$ matrix. Low-temperature continuous-wave X-band EPR spectra were recorded for powder and single-crystal samples. The experimental spectrum of a powder sample of $\mathbf{3}$ (Figure 4) can be easily interpreted as arising from an effective spin doublet with strongly anisotropic $g$ factor and hyperfine coupling with the nuclear spin $I=7 / 2$ of ${ }^{59} \mathrm{Co}$ (natural abundance $=100 \%$ ). Similar spectra were obtained for 1, although dominant dipolar broadening precludes resolution of the hyperfine structure (see Figure S4 in the Supporting Information). In this frame, it is evident that the anisotropy of the ground doublet is of the easy-axis type, with "parallel" transition at low fields, and a non-negligible rhombicity,


Figure 4. X-band ( $\tilde{v}=9.43 \mathrm{GHz}$ ) continuous wave EPR spectrum recorded at 5 K on a powder sample of $\mathbf{3}$ (solid line) and its simulation (dash line).
as evidenced by the separation of the perpendicular transitions in the region 400-500 mT . The experimental spectrum was simulated by using the following spin Hamiltonian [Eq. (4)]: ${ }^{[38]}$

$$
\begin{equation*}
\mathcal{H}^{\prime}=\mathcal{H}_{\text {Zeeman }}^{\prime}+\mathcal{H}_{\text {hyperfine }}^{\prime}=\mu_{B} \widehat{B} \cdot \overline{\boldsymbol{g}}^{\prime} \cdot \widehat{S}^{\prime}+\widehat{\boldsymbol{S}}^{\prime} \cdot \overline{\boldsymbol{A}}^{\prime} \cdot \widehat{l}^{\prime} \tag{4}
\end{equation*}
$$

in which the primed parameters are associated with the effective spin $S^{\prime}=1 / 2$. The best simulation was obtained by assuming an axial hyperfine coupling tensor $\left(\mathscr{A}_{1,2}^{\prime}=2 \pm 1 \times 10^{-3}\right.$ and $\mathscr{A}^{\prime}{ }_{3}=3.20 \pm 0.05 \times 10^{-2} \mathrm{~cm}^{-1}$ ) and a moderately rhombic effective $\overline{\boldsymbol{g}}^{\prime}$ matrix $\left(g_{1}^{\prime}=1.37 \pm 0.02, \quad g^{\prime}=1.62 \pm 0.02\right.$, and $g_{3}^{\prime}=$ $7.930 \pm 0.002$ ).

The principal values of the effective $\overline{\boldsymbol{g}}^{\prime}$ matrix can be related to the spin Hamiltonian parameters of an $S=3 / 2$ system through the following equations, which are valid only for easyaxis systems (i.e., $D<0$ ) [Eq. (5)]: ${ }^{[39]}$

$$
\begin{align*}
g_{1}^{\prime} & =g_{x}\left(1-\frac{1-3 \eta}{\sqrt{1+3 \eta^{2}}}\right), \quad g_{2}^{\prime}=g_{y}\left(1-\frac{1+3 \eta}{\sqrt{1+3 \eta^{2}}}\right) \\
g_{3}^{\prime} & =g_{z}\left(\frac{2}{\sqrt{1+3 \eta^{2}}}+1\right) \tag{5}
\end{align*}
$$

in which $\eta=E / D$. For purely axial anisotropy $(\eta=0)$, Equation (5) affords $g^{\prime}=g^{\prime}{ }_{2}=0$ and $g^{\prime}{ }_{3}=3 g_{z}$. The non-zero experimental values of $g^{\prime}{ }_{1}$ and $g^{\prime}$ are then consistent with a significant rhombic anisotropy. It is evident that, depending on the value of $\eta$, different solutions for $g_{x}, g_{y}$ and $g_{z}$ can be found because the problem is over-parametrized. However, sets of solutions in reasonable accordance with those extrapolated from magnetic measurements and confirmed by CTM measurements can be found by assuming the rhombicity to lie in the range $-0.28<\eta<-0.22$. In particular, if one fixes $\eta=-0.273$, as obtained from the magnetic analysis, the application of Equation (5) provides the following estimates of the principal $g$ values for the $S=3 / 2$ system: $g_{x}=2.125, g_{y}=1.935$, and $g_{z}=$ 2.825 (alternatively, assuming $\eta=0.273, g_{x}=1.935, g_{y}=2.125$, and $\left.g_{z}=2.825\right)$. We note that no reproduction of the effective $g^{\prime}$ pattern can be obtained for $\eta=0.273$ and $g_{x}>g_{y}$ or for $\eta=$ -0.273 and $g_{y}>g_{x}$. The outcome of this analysis is that the $\overline{\boldsymbol{g}}$ matrix also has a non-negligible rhombicity, which can be clearly detected only by EPR analysis, whereas the magnetic characterization techniques are mainly sensitive to $\bar{D}$ anisotropy. It should also be noted that the only way to reconcile the Hamiltonian description in Equation (4) with that of the Hamiltonian description in Equation (1) is by assuming that the $\overline{\boldsymbol{g}}$ and $\bar{D}$ matrices for the $S=3 / 2$ state have opposite rhombicities. This means that the smallest $\bar{g}$ principal value is collinear with the intermediate direction of the $\bar{D}$ tensor, whereas the intermediate $\overline{\boldsymbol{g}}$ component is along the hard direction of the $\overline{\boldsymbol{D}}$ tensor. The resulting partial compensation of the two rhombicities is consistent with the relatively small separation of the perpendicular transitions at high field. At first sight, such behavior is counterintuitive because both anisotropies arise from the same phenomenon, that is, spin-orbit coupling (SOC).

Finally, we measured the angular dependence of the X-band EPR spectrum of a single crystal of 1 at low temperature to assign the easy, hard, and intermediate directions of the mag-
netic anisotropy of the ground doublet. The sample was set to rotate around the $b$ axis from $\theta=0^{\circ}$, where $\mathbf{B}$ is parallel to the c axis, to $\theta=90^{\circ}$, where $\mathbf{B}$ is parallel to the $-a^{*}$ axis, as in Rot 1 of the CTM measurements. The angular dependence of the spectra is shown in Figure 5. The maximum resonant field ( $B_{\text {res }}=491.5 \mathrm{mT}$, thus corresponding to $g_{\text {eff }}=1.37$ ) is observed at $\theta=40^{\circ}$, whereas the minimum is found at $\theta=130^{\circ}\left(B_{\text {res }}=\right.$ $85.7 \mathrm{mT}, g_{\text {eff }}=7.93$ ). Within experimental error $\left( \pm 5^{\circ}\right)$, these two extremes occur along the principal directions of the $\bar{D}$ tensor, as determined by CTM (Figure 3). Furthermore, because $g_{\text {eff }}=$ 1.37 and 7.93 are also the highest and lowest resonance fields observed in the powder spectrum (Figure 4), both the easy and hard directions of $g_{\text {eff }}$ lie in the $a^{*} c$ plane, thus confirming our assignment of $b$ as the intermediate anisotropy axis, although it corresponds to the smallest component of the true $\overline{\boldsymbol{g}}$ tensor.

An alternative description of the electronic structure of distorted octahedral cobalt(II), which explicitly takes into account the unquenched orbital angular momentum, should involve the use of the Griffith Hamiltonian [Eq. (6)]: ${ }^{[40]}$

$$
\begin{align*}
\mathcal{H}= & -\frac{3}{2} \kappa \lambda \widehat{L} \cdot \widehat{S}+\Delta_{a x}\left[\widehat{L}_{z}^{2}-\frac{1}{3} L(L+1)\right]  \tag{6}\\
& +\Delta_{r h}\left[\widehat{L}_{x}^{2}-\widehat{L}_{y}^{2}\right]+\mu_{B} \mathbf{B} \cdot\left(g_{e} \widehat{S}-\frac{3}{2} \kappa \widehat{L}\right)
\end{align*}
$$

which operates on the ground ${ }^{4} \mathrm{~T}_{1 g}$ term of the octahedral cobalt(II) ion. By using the T-P isomorphism, ${ }^{[41]}$ the orbital $(L=1)$ and spin ( $S=3 / 2$ ) angular momenta interact through SOC, as described by the first term of the Hamiltonian. Here, the orbi-tal-reduction parameter $(\kappa)$ takes into account the covalence effect and the mixing of ${ }^{4} \mathrm{~T}_{1 g}\left({ }^{4} \mathrm{~F}\right)$ with ${ }^{4} \mathrm{~T}_{1 g}\left({ }^{4} \mathrm{P}\right)$ due to the crystal field, whereas $-3 / 2$ is a constant required by $T-P$ isomorphism. The second term of this Hamiltonian represents the effect of an axial crystal field, thus resulting in a splitting of the


Figure 5. Angular dependence of the resonant fields of the X-band ( $\tilde{v}=9.41 \mathrm{GHz}$ ) EPR of a single crystal of 1 at 5 K . The black solid line is the simulated angular dependence of the resonance field by using the parameters reported in the text. The blue line marks a $g=2.00$ reference impurity in the cavity.
orbital triplet ${ }^{4} \mathrm{~T}_{1 \mathrm{~g}}$ in octahedral symmetry into ${ }^{4} \mathrm{~A}_{2 \mathrm{~g}}\left(M_{L}=0\right)$ and ${ }^{4} \mathrm{E}_{\mathrm{g}}\left(M_{L}= \pm 1\right)$ in tetragonal symmetry. The third term models the rhombic component of the crystal field, which removes the degeneracy of the orbital doublet as symmetry is further lowered to $C_{2}$. In this framework, a negative (positive) value of $\Delta_{\mathrm{ax}}$ results in a ground ${ }^{4} \mathrm{E}_{\mathrm{g}}\left({ }^{4} \mathrm{~A}_{2 \mathrm{~g}}\right)$ term and corresponds to easyaxis (easy-plane) anisotropy. ${ }^{[34,42,43]}$ Finally, the fourth term is the Zeeman interaction, which comprises spin and orbital contributions. Despite the large number of parameters, by fixing the SOC constant to the free-ion value $\left(\lambda=-180 \mathrm{~cm}^{-1}\right)$, the pattern of effective $g$ factors for the ground doublet could be reproduced ${ }^{[38]}$ by using parameters that lie in a relatively narrow range, that is, $-2100<\Delta_{\mathrm{ax}}<-1650,100<\Delta_{\mathrm{rh}}<$ $160 \mathrm{~cm}^{-1}, 0.8<\kappa<1.0$ (see Figure S5 in the Supporting Information). The best agreement was found for $\Delta_{\mathrm{ax}}=-1850, \Delta_{\mathrm{rh}}=$ 130, $\kappa=0.9, \lambda=-180 \mathrm{~cm}^{-1}$, which correspond to $\left|\Delta_{\mathrm{rh}} / \Delta_{\mathrm{ax}}\right|$ $\approx 0.07$. With this set of parameters, the first- and second-excited spin-orbit doublets lie at 210 and $558 \mathrm{~cm}^{-1}$ from the ground state, respectively (see Table S6 in the Supporting Information). This outcome suggests that a spin Hamiltonian formalism might not be entirely appropriate for modeling the high-temperature magnetic behaviour because the thermal energy is not completely negligible compared to the secondexcited doublet. Interestingly, when the same set of parameters is used to simulate the powder dc magnetic data, the resulting curves are in reasonable agreement with the experimental ones (see Figure S6 in the Supporting Information). On the other hand, if applied to torque measurements, the same set of values reproduces the experimental data of Rot1 well, but is less accurate in simulating the data of Rot2 at 100 K (see Figure S7 in the Supporting Information). This outcome indicates that even this approach is too approximate to capture the finest details of the electronic structure of this system and in particular the information related to rhombicity.

## Dynamic magnetic properties

Ac magnetic susceptibility measurements of 1 in zero static field did not display any temperature-dependent peak in out-of-phase susceptibility $\left(\chi_{m}{ }^{\prime \prime}\right)$ measurements. The Kramers nature of the cobalt(II) ion suggests that quantum-tunneling (QT) relaxation paths, induced by hyperfine interactions or intermolecular dipolar couplings, accelerate the relaxation of the magnetization beyond detection. In a static field of 1 kOe , however, clear maxima appeared in the frequency range 1010000 Hz , the position of which are temperature dependent (see Figure 6a and Figure S8 in the Supporting Information). Treatment of the isothermal $\chi_{M}{ }^{\prime \prime}(v)$ plots with a generalized Debye model allowed us to extract the relaxation time $(\tau)$ at each temperature. ${ }^{[44]}$ These data are shown in Figure 6 b as a plot of $\ln \tau(1 / T)$. At the highest-temperature interval between 6.5 and 9.5 K , the plot appears to be linear and can be suitably fitted with the Arrhenius law $\left(\ln \tau=\ln \tau_{0}+U_{\text {eff }} / k_{\mathrm{B}} T\right)$ with the best-fit parameters $U_{\text {eff }} / k_{\mathrm{B}}=43.6(2) \mathrm{K}$ and $\tau_{0}=1.2(2) \times 10^{-7} \mathrm{~s}$ (green line in Figure 6 b ). These values are in the range previously observed for field-induced pseudo-octahedral mononuclear SMMs. ${ }^{[45]}$ The observed activation barrier to magnetic re-


Figure 6. a) Imaginary component of the ac susceptibility ( $\chi_{M}{ }^{\prime \prime}$ ) of 1 measured at an applied static field of 1 kOe in the frequency range $10-10000 \mathrm{~Hz}$ and in the temperature range 1.9 (red) -9.5 (blue) K (the gray lines are given as a guide for the eye). b) Arrhenius plot for 1 at an applied static field of $1 \mathrm{kOe}(\square)$ and for 3 in a zero field $(\nabla)$ and a static field of $1 \mathrm{kOe}(\mathrm{O})$. The green dotted line is given by the fitting of 1 in the range $6.5-9.5 \mathrm{~K}$ with an Orbach model, whereas the red curve employs a mixed Raman and direct model. The magenta and blue lines display the data fitting of $\mathbf{3}$ at zero field and an applied field of 1 kOe , respectively (see the text for further discussion).
laxation, however, is well below the splitting between the two lowest-lying doublets ( $127 \mathrm{~cm}^{-1}$ or 165 K , as estimated from dc magnetic data of 1 ; see above). On lowering the temperature, a distinct curvature appears in the plot. This deviation from the simple Arrhenius-like behavior can be due to processes induced by either nonresonant spin-phonon interactions in the solid state ${ }^{[46,47]}$ or tunnel mechanisms. To reproduce the temperature dependence of the magnetic relaxation over the whole temperature range, QT $(A)$, direct $(B T)$, and Raman $\left(C T^{n}\right)$ relaxation processes were taken into account in addition to the previous Orbach term, as outlined by Equation (7):
$\tau^{-1}=\tau_{0}{ }^{-1} \exp \left(-U_{\text {eff }} / k_{B} T\right)+A+B T+C T^{n}$

To avoid over-parametrization, the number of fitting terms was kept as low as possible and the quantum-tunneling mech-
anism was considered to be quenched by the applied static field $(A=0)$. Upon either including an Orbach mechanism (with fixed $\tau_{0}$ and $U_{\text {eff }}$ values taken from the high-temperature region) or excluding the Raman term, the model was unable to account for the low-temperature relaxation behavior. A Raman process along with direct phonon-induced relaxation at low temperature ( $C=0.45(8) \mathrm{s}^{-1} \mathrm{~K}^{-n}, n=5.38(9), B=103(4) \mathrm{K}^{-1}$ ) gave the best results (red line in Figure 6 b ). The exponent $n$ of the Raman relaxation process for a Kramer ion should be equal to $9,{ }^{[20,48]}$ but several factors can contribute to lower its value, ${ }^{[20]}$ such as the presence of low-lying excited electronic states, for which $n=5$ is postulated. ${ }^{[48]}$

Dipolar interactions in the solid state can provide efficient relaxation pathways in zero field and hinder the detection of magnetization dynamics. Dilution of SMMs in a diamagnetic matrix has been identified as a key tool for reducing such long-range couplings, thus affording a measurable zero-field relaxation. ${ }^{[14,49]}$ The effect of dipolar interactions in 1 was then ascertained by analysing the ac response of diamagnetically diluted sample 3 . Unlike in 1, a set of clearly visible peaks appeared in the $\chi_{M}{ }^{\prime \prime}(v)$ isothermal profiles of 3 in zero field in the range $1.9-3.2 \mathrm{~K}$ (see Figure S 9 in the Supporting Information). The maxima of these peaks display a feeble dependence on temperature that could be reproduced considering a Raman relaxation process with QT. A best-fit procedure, the results of which are reported as a magenta line in Figure 6 b , yielded $C=$ $11(2) \mathrm{s}^{-1} \mathrm{~K}^{-n}$ and a tunneling frequency of $A=40.3(5) \mathrm{kHz}$, with the $n$ exponent fixed at 5.38 as in 1 to avoid over-parametrization. The onset of a QT relaxation path in zero field is in line with the rhombicity of 1 and the unavoidable presence of hyperfine interactions, which are necessary to promote tunneling. These data show for the first time, to the best of our knowledge, that slow magnetic relaxation in zero field can be achieved in a pseudo-octahedral cobalt(II) complex, provided that intermolecular magnetic interactions are efficiently reduced. A similar effect given by magnetic dilution on easy-axis systems was previously reported only in a tetrahedral cobalt(II) compound. ${ }^{[14]}$ It is also most probably the reason for zero-field slow magnetic relaxation in the $\mathrm{Co}^{\| 1} \mathrm{Co}^{\mathrm{III}}{ }_{3} \mathrm{SMM}$ family, in which the magnetically active trigonal prismatic cobalt(II) ion is partly isolated from the neighbouring paramagnetic centers by three diamagnetic cobalt(III) ions. ${ }^{[18]}$

Upon application of a static field of 1 kOe , the magnetization dynamics of 3 slows down significantly due to the further suppression of relaxation pathways induced by QT (see Figure S10 in the Supporting Information). The high-temperature data almost overlap with the data detected for 1, thus suggesting that when a linear regime in the Arrhenius plot is observed the effective barrier is much smaller than the separation between the ground and the first-excited doublets. This finding indicates the key role played by nonresonant phonons in the high-temperature range. ${ }^{[46]}$ The data can be phenomenologically reproduced including Raman and direct relaxation processes (blue line in Figure 6 b ), as for data fitting of 1. The best-fit parameters ( $C=0.015(5) \mathrm{s}^{-1} \mathrm{~K}^{-n}, n=7.0(2), B=0(4) \mathrm{K}^{-1}$ ) indicate that application of a dc field of 1 kOe suppresses the direct pathway and leads to an increased $n$ exponent, in line

Table 2. $D$ values, $E$ values, diagonalized $\overline{\boldsymbol{g}}$ and $\overline{\boldsymbol{D}}$ matrices, and energy differences between the ground and the first-excited $\left.K D\left(\Lambda_{\mathrm{E}}\right)\right)^{[\text {a] }}$

| Method | $g_{x x} g_{y y} g_{z z}$ | $\begin{aligned} & D_{x x} D_{y y} D_{z z} \\ & {\left[\mathrm{~cm}^{-1}\right]} \end{aligned}$ | $\begin{aligned} & D \\ & {\left[\mathrm{~cm}^{-1}\right]} \end{aligned}$ | $\begin{aligned} & E \\ & {\left[\mathrm{~cm}^{-1}\right]} \end{aligned}$ | $\begin{aligned} & \Delta_{\mathrm{E}} \\ & {\left[\mathrm{~cm}^{-1}\right]} \end{aligned}$ | $\begin{aligned} & \delta_{\mathrm{E}} \\ & {\left[\mathrm{~cm}^{-1}\right]} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ORCA/CASSCF | 2.156, 1.945, 3.069 | 48.68, 13.42, -62.11 | -93.2 | 17.6 | 196.1 | 364.7 |
| ORCA/NEVPT2 | 2.152, 1.960, 3.004 | 43.11, 14.34, -57.45 | -86.2 | 14.4 | 179.4 | 467.4 |
| MOLCAS/CASSCF | 2.169, 1.963, 3.070 | 49.22, 12.19, -61.41 | -92.1 | 18.5 | 195.1 | 368.9 |
| MOLCAS/CASPT2 | 2.149, 1.960, 3,058 | 47.30, 13.25, -60.55 | -90.8 | 17.0 | 191.0 | 364.6 |

[a] Computed by using the structure of 1 at 161 K with different methods and the standard basis set (see the Supporting Information); for comparison, the first-excitation energy $\left(\delta_{\mathrm{E}}\right)$ in the absence of SOC for the ground state is also reported.
with a previous report on trigonal antiprismatic cobalt(II) complexes with uniaxial anisotropy. ${ }^{[50]}$

## Theoretical calculations

To better understand and quantify the overall electronic structure of the cobalt(II) center and its magnetic anisotropy in 1, ab initio multireference calculations that used the $O R C A^{[51]}$ and MOLCAS ${ }^{[52]}$ software packages were carried out. The ORCA software produces two sets of results: CASSCF and NEVPT2, both including spin-orbit contributions introduced by the quasidegenerate perturbation theory (QDPT). The MOLCAS software was employed to provide CASSCF and CASPT2 results, including spin-orbit effects that have been introduced with the SO-RASSI method. Tables S7-S10 (see the Supporting Information) report the spin-free ( $\delta_{\mathrm{E}}$ ) and spin-orbit $\left(\Delta_{\mathrm{E}}\right)$ state energies, and Table 2 and Tables S11 and S12 (see the Supporting Information) gather the second-order anisotropy parameters, as described by Eq. (1), the diagonalized $\overline{\boldsymbol{g}}$ and $\overline{\boldsymbol{D}}$ matrices and the energy differences between the ground and the first-excited Kramers doublet (KD) computed with different methods and the standard basis set, starting from the structure of 1 at 161 and 295 K .
Before including the spin-orbit effects, all the calculations agree indicating an orbitally nondegenerate $S=3 / 2$ ground state. In fact, the crystal-field term of the octahedrally coordinated high-spin cobalt(II) ion ( ${ }^{4} \mathrm{~T}_{19}$ ) splits into three orbital singlets as the symmetry is lowered to $C_{2}$. Each of these orbitally nondegenerate spin quartets is further split by SOC into two KDs (see Figure S11 in the Supporting Information). In all the calculations, the ground and first-excited KDs are energetically well separated from the higher KDs, thus suggesting that a spin Hamiltonian formalism may be justified in the present case. Moreover, the energy of the first-, second-, and third-excited doublets (ca. 191, 648, and $929 \mathrm{~cm}^{-1}$, respectively, determined by using MOLCAS/CASPT2) resemble the energies found when the Griffith Hamiltonian is employed to reproduce the EPR data (i.e., 210,558 , and $820 \mathrm{~cm}^{-1}$, respectively; see Table S6 in the Supporting Information).

These calculations also produce similar and negative values of $D$, with a negligible effect due to the use of the molecular structures at the two different temperatures (i.e., 161 and 295 K; see Table S11 in the Supporting Information). However, a small but systematic trend can be observed, which consists of a decrease in the $|D|$ value and an increase in the value of $E$
upon cooling. The calculated $|D|$ values are approximately $50 \%$ larger than when obtained from the fitting of the experimental magnetic data, whereas the computed values of $E$ are in good agreement with the experiments. To evaluate the possible effect of the employed basis set on the computed zfs parameters, the calculations were repeated with a larger basis set for the structure of 1 at 161 K (see the Experimental Section and Table S12 in the Supporting Information). The new results show just small differences relative to the standard basis, with slightly larger $|D|$ and $E$ values. The effect is more pronounced in MOLCAS than in ORCA.

The sign and value of $D$ can be rationalized by using the spin-orbit operator, which is responsible for the coupling between the ground and excited states. ${ }^{[10,53]}$ When the excitation occurs between orbitals with the same $\left|m_{l}\right|$ values, the $M_{s}= \pm$ $3 / 2$ components become more stable, and thus a negative contribution to the $D$ value is obtained. On the other hand, an excitation between orbitals that involves a $\left|\Delta m_{l}\right|=1$ change, which produces stabilized $M_{s}= \pm 1 / 2$ components, leads to a positive contribution to the $D$ value. Compound 1 displays a distorted octahedral core that produces the d-orbital splitting shown in Figure 7, which is obtained from the ORCA/NEVPT2


Figure 7. AILF-computed d-orbital splitting for 1 (orbital energies: $\mathrm{d}_{x y}=0.0$, $\left.d_{x z}=444.6, d_{y z}=697.9, d_{x 2-y 2}=8121.0, d_{z 2}=9257.3 \mathrm{~cm}^{-1}\right)$. Co = pink, $C=$ gray, $\mathrm{N}=$ blue; hydrogen atoms and part of the ligands have been omitted for clarity. The orange arrow indicates the lowest-energy transition.
calculation by using the ab initio ligand-field theory (AILF). ${ }^{[10,54]}$ As may be observed, the degeneracy of the $t_{2 g}$ and $e_{g}$ orbitals of the regular octahedron is lifted, which indicates that the initial octahedral ${ }^{4} \mathrm{~T}_{1 g}$ ground state should evolve into a lowerenergy term in $C_{2}$ symmetry (see Figure S11 in the Supporting Information). The AILF method allows the identification of the d orbitals in 1 after splitting, and the lowest-energy doubly occupied orbital is $d_{x y}$ which is followed by the doubly occupied orbital $\mathrm{d}_{x z}$ (or $\mathrm{d}_{y z}$ because these orbitals cannot be distinguished), whereas the first semioccupied orbital is $\mathrm{d}_{y z}$ ( or $\mathrm{d}_{x z}$; where $z$ represents the trans-N\{pyridyl\}-Co-N\{pyridyl\} direction and $x$ and $y$ represent the directions of the pyrazolyl nitrogen atoms). The other two orbitals ( $\mathrm{d}_{x 2-y 2}$ and $\mathrm{d}_{22}$ ) are found at higher energies. Thus, the first excitation should occur within the $d_{x z} / d_{y z}$ orbital pair and, because these orbitals have the same $\left|m_{l}\right|$ value, the larger contribution to the $D$ value should be negative; consequently, the magnetic easy-axis nature of 1 is confirmed. This outcome is in opposition with the most common orbital splitting for pseudo-octahedral cobalt(II) complexes, which usually yields the $d_{x y}$ orbital as the first semioccupied orbital, ${ }^{[31]}$ and subsequently resulting in easy-plane systems.
The calculated $\bar{D}$ matrix has its intermediate axis (i.e., $y$ in Eq. (1) with $E>0$ ) along the twofold crystallographic $b$ axis and the hard $(x)$ and easy $(z)$ directions in the $a^{*} c$ plane (see Figure S12 in the Supporting Information), with the hard $x$ axis at $10^{\circ}$ from $a$. Thus, the computed orientation of the zfs tensor compares very well with that obtained by single-crystal CTM measurements and EPR spectroscopic analysis. Turning now to $g$ factors, the ab initio values (Table 2) are remarkably close to the values obtained by using Equation (5). For example, the $g$ factors that result from ORCA/NEVPT2 calculations are $g_{x}=$ 2.152, $g_{y}=1.960$, and $g_{z}=3.004$, which can be compared with the $g$ factors estimated by analysis of the EPR spectra, that is, $g_{x}=2.125, g_{y}=1.935$, and $g_{z}=2.825$. The effective $\bar{g}^{\prime}$ factors of the ground KD found in this same calculation, which can be directly compared with the values obtained from the EPR experiments, are slightly more anisotropic, that is, $g^{\prime}=0.999, g^{\prime}=$ 1.172, and $g_{3}^{\prime}=8.566$ (from EPR: $g^{\prime}{ }_{1}=1.37 \pm 0.02, g^{\prime}=1.62 \pm$ 0.02 , and $g^{\prime}{ }_{3}=7.930 \pm 0.002$ ). The results obtained in the MOLCAS/CASPT2 calculation are also quite similar to both these sets of values, that is, $g^{\prime}{ }_{1}=1.108, g^{\prime}{ }_{2}=1.287$, and $g^{\prime}{ }_{3}=$ 8.570. The principal directions of the $\overline{\boldsymbol{g}}$ matrix are collinear with those of $\overline{\boldsymbol{D}}$, in which the largest $g$ factor is along the $z$ direction. However, the smallest $g$ value is computed along the twofold crystallographic axis (y) rather than along the hard direction of $\bar{D}(x)$ (see Figure S12 in the Supporting Information). As observed in the single-crystal EPR experiments, the theoretical calculations indicate an inversion of the intermediate and hard axes between $\overline{\boldsymbol{g}}$ and $\overline{\boldsymbol{D}}$, that is, opposite rhombicities.

The CTM experiments can be nicely reproduced in the MOLCAS calculations by recomputing the magnetization of the system along the different axes upon application of a rotating magnetic field (see the Experimental Section in the Supporting Information for further details). The agreement between the experimental and theoretical torque values for Rot 1 in the temperature range $10-100 \mathrm{~K}$ is very satisfactory, whereas some
discrepancy is observed in Rot2 when increasing the temperature (see Figures S13 and S14 in the Supporting Information), as observed by applying the Griffith model. It is important to underline that Rot2, which mainly probes the intermediate and hard magnetic directions, is mostly affected by the inversion of the corresponding components of the $\overline{\boldsymbol{g}}$ and $\overline{\boldsymbol{D}}$ matrices; the origin of this phenomenon remains unclear.
The spin-relaxation pathways, which can be related to the dynamic magnetic properties of transition-metal complexes, can be obtained directly through the SINGLE ANISO ${ }^{[55]}$ code implemented in the MOLCAS software. The computed relative energies of the lowest-lying KDs and the magnetization reversal pathway for 1, as obtained by applying the MOLCAS/ CASPT2 calculation, are shown in Figure 8. The calculations indicate a plausible relaxation pathway through a direct QT in the ground state; the matrix element of the transition within the $1-/ 1+$ ground doublet takes a value of 0.40 , which is higher than the required threshold of 0.1 for an efficient relaxation mechanism. ${ }^{[10]}$ In addition, an Orbach process could be also plausible; for example, the first-excited KD is quite low in energy ( $191.0 \mathrm{~cm}^{-1}$ ) and the matrix elements related to the vertical and diagonal (Orbach) excitations are high enough (1.09 and 1.11, respectively) to allow the spin relaxation through these pathways. However, the experimental effective barrier for the thermally activated process is significantly smaller than the calculated barrier. Obviously, the horizontal transition between the $2-$ and $2+$ states is allowed, thus enabling the possibility of QT between them. The second- and third-excited KDs are much higher in energy and, therefore, are not expected to participate in the relaxation mechanism. These results, combined with the ac magnetic susceptibility measurements of $\mathbf{1}$, confirm the spin-phonon Raman relaxation mechanism.


Figure 8. Lowest two KDs and the ab initio MOLCAS/CASPT2 computed relaxation mechanism for 1 . The thick black lines imply KDs as a function of their magnetic moment along the main anisotropy axis. Red lines indicate the magnetization reversal mechanism. Blue lines correspond to ground state QT and thermally assisted QT through the first-excited KD. Green lines show the possible Orbach relaxation processes. The values close to the arrows indicate the matrix elements of the transition magnetic moments (i.e., an efficient spin relaxation mechanism is expected if the matrix elements are greater than 0.1).

If 1 were to follow the Orbach mechanism depicted by the calculations, the $U_{\text {eff }}$ value would take a higher value than the value obtained in the fitting (i.e., $43.6(2) \mathrm{K}$ ), which is clearly not the case, thus indicating that the spin-relaxation pathway does not proceed by overcoming a thermal activation barrier. This behavior is quite general for systems with large $D$ values, and an explanation can be based on the fact that the Arrhenius law is only expected if the Debye description of the phonons is correct. A much smaller energy barrier and a deviation from the Arrhenius law at low temperature can be ascribed to the anharmonicity of the vibrational modes (a source of Ramanlike relaxation).

## Conclusion

We have presented detailed magnetic and spectroscopic characterizations, both on powder and single-crystal samples, of a pseudo-octahedral cobalt(II) complex, which we have used as a test bench for different theoretical approaches that ranged from ab initio calculations to the ligand-field model and spin Hamiltonian descriptions. We can conclude that the main features of the magnetic behavior of this system are accounted for by using an $S=3 / 2$ spin Hamiltonian approach. However, by exploiting the variety of the experimental and theoretical techniques employed, we were also able to evidence the hitherto unreported inversion of the hard and intermediate axes of $\overline{\boldsymbol{g}}$ and $\bar{D}$ matrices, a phenomenon that was nicely reproduced by ab initio calculations.

The present results have further highlighted the possibility of obtaining slow magnetic relaxation in a mononuclear pseudo-octahedral HS cobalt(II) complex with dominant easyaxis anisotropy in the absence of an applied dc field. In particular, the distortion of the coordination environment from a perfect octahedral geometry, as created by the two mer bppCOOMe ligands in 1, induces the easy-axis nature of the compound.

The observed magnetization dynamics is strongly affected by tunnel processes due to the rhombic magnetic anisotropy in zero field. In an applied magnetic field, the behavior deviated from the Arrhenius behavior expected for an ideal SMM as the highest estimation of the energy barrier to be overcome is significantly smaller than the separation between the ground and first doublets. This behavior has been observed in other highly anisotropic complexes ${ }^{[56]}$ and attributed to the efficiency of nonresonant optical phonons, ${ }^{[46,47]}$ which cannot be neglected if anharmonicity is taken into account. Even if the optimization of the magnetization dynamics of SMM requires the control of several factors, such as tunneling mechanisms and vibrational modes, the rational design of the coordination environment remains the first step to be able to generate magnetic bistability through the appropriate sign of the magnetic anisotropy. An octahedral cobalt(II) environment, despite its large orbital contribution, has so far eluded the successful provision of examples of genuine SMM behavior. The combination of a detailed experimental investigation with theoretical modeling at different levels, as described herein, can provide valuable hints for a rational design of cobalt(II)-based SMMs.

## Experimental Section

## General information

$\mathrm{Co}\left(\mathrm{ClO}_{4}\right)_{2} \cdot 6 \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{Zn}\left(\mathrm{ClO}_{4}\right)_{2} \cdot 6 \mathrm{H}_{2} \mathrm{O}$ were of reagent grade and used as received. Diethyl ether was predried over $\mathrm{CaCl}_{2}$ overnight and distilled from sodium/benzophenone under $\mathrm{N}_{2}$ before use. $\mathrm{CH}_{3} \mathrm{CN}$ was treated with $\mathrm{CaH}_{2}$ and distilled under $\mathrm{N}_{2}$. Elemental analyses were recorded on a Carlo Erba EA1110 CHNS-O automatic analyser. The Zn and Co content in $\mathbf{3}$ were evaluated with a PerkinElmer Optima 5300 DV inductively coupled plasma optical emission spectrometer equipped with a concentric nebulizer. ${ }^{1} \mathrm{H}$ NMR spectra were recorded on a 400 MHz Bruker FT-NMR Advance400 spectrometer at room temperature. Proton chemical shifts are given in parts per million ( ppm ) versus external TMS and were determined by reference to the solvent residual signals ( $\delta=1.94 \mathrm{ppm}$ for $\mathrm{CHD}_{2} \mathrm{CN}$ ); coupling constants are given in Hz . IR spectra were recorded as KBr discs on a Jasco FTIR-4700LE spectrophotometer with a resolution of $2 \mathrm{~cm}^{-1}$. The bpp-COOMe ligand was synthesized as previously reported. ${ }^{[26]}$ Further details on the X-ray structure determination of 1 and 2 (see Table S1 in the Supporting Information), dc and ac magnetic measurements, CTM and EPR experiments, and the theoretical calculations can be found in the Supporting Information.

## Synthesis of bis[methyl 2,6-di(pyrazol-1-yl)pyridine-4-carboxylate]cobalt(II) bis(perchlorate) $\left[\mathrm{Co}\left(\text { bpp- }-\mathrm{COOCH}_{3}\right)_{2}\right]\left(\mathrm{ClO}_{4}\right)_{2}$ (1)

Ligand bpp-COOMe ( $36.0 \mathrm{mg}, 0.134 \mathrm{mmol}$ ) was suspended in acetonitrile $(3 \mathrm{~mL})$. The addition of $\mathrm{Co}\left(\mathrm{ClO}_{4}\right)_{2} \cdot 6 \mathrm{H}_{2} \mathrm{O} \quad(24.3 \mathrm{mg}$, $0.0664 \mathrm{mmol})$ to the reaction mixture caused dissolution of the ligand upon formation of the desired complex with an immediate color change to purple/red. After stirring for 30 min , the filtered solution was subjected to vapour diffusion with diethyl ether ( 5 mL ). X-ray-quality light-red crystals appeared within 1 day and were collected after 1 week at complete diffusion ( $39.4 \mathrm{mg}, 74.5 \%$ ). IR (KBr): $\tilde{\nu}_{\text {max }}=1738(\mathrm{~s} ; \nu \mathrm{C}=\mathrm{O}$ ester), $1632(\mathrm{~s}), 1580(\mathrm{~s}), 1523(\mathrm{~s})$ and $1405(\mathrm{~s})$ $(\nu \mathrm{C}=\mathrm{N}$ and $\nu \mathrm{C}=\mathrm{C}), 1460(\mathrm{~s})$ and $1444(\mathrm{~m})(\delta \mathrm{C}-\mathrm{H}), 1095\left(\mathrm{~s} ; \nu \mathrm{ClO}_{4}{ }^{-}\right)$, 1056 (s; $\nu \mathrm{C}-\mathrm{O}$ ) $\mathrm{cm}^{-1}$; elemental analysis (\%) calcd for $\mathrm{C}_{26} \mathrm{H}_{22} \mathrm{Cl}_{2} \mathrm{CoN}_{10} \mathrm{O}_{12}$ (796.35): C 39.21, H 2.78, N 17.59; found: C 39.90, H 2.88, N 17.99.

Synthesis of bis[methyl 2,6-di(pyrazol-1-yl)pyridine-4-carboxylate]zinc(II) bis(perchlorate) $\left[\mathrm{Zn}\left(\text { bpp- } \mathrm{COOCH}_{3}\right)_{2}\right]\left(\mathrm{ClO}_{4}\right)_{2}$ (2)

The above-described procedure was employed using bpp-COOMe ( $39.0 \mathrm{mg}, 0.145 \mathrm{mmol}$ ) and $\mathrm{Zn}\left(\mathrm{ClO}_{4}\right)_{2} \cdot 6 \mathrm{H}_{2} \mathrm{O}$ ( $27.6 \mathrm{mg}, 0.0741 \mathrm{mmol}$ ) to afford colorless crystals suitable for X-ray diffraction studies $(40.0 \mathrm{mg}, 68.8 \%) .{ }^{1} \mathrm{H}$ NMR ( $400 \mathrm{MHz}, \mathrm{CD}_{3} \mathrm{CN}, 293 \mathrm{~K}$ ): $\delta=8.73$ (d, $J_{1}=$ $\left.2.8 \mathrm{~Hz}, 2 \mathrm{H} ; \mathrm{H}^{5}-\mathrm{pz}\right), 8.45\left(\mathrm{~s}, 2 \mathrm{H} ; \mathrm{H}^{3 / 5}-\mathrm{py}\right), 7.62\left(\mathrm{~d}, \mathrm{~J}_{2}=1.6 \mathrm{~Hz}, 2 \mathrm{H} ; \mathrm{H}^{3}-\right.$ $\mathrm{pz}), 6.70\left(\mathrm{dd}, J_{1}=2.8, J_{2}=1.6 \mathrm{~Hz}, 2 \mathrm{H} ; \mathrm{H}^{4}-\mathrm{pz}\right), 4.11 \mathrm{ppm}(\mathrm{s}, 3 \mathrm{H}$; $\left.\mathrm{OCH}_{3}\right)$; IR (KBr): $\tilde{v}_{\text {max }}=1738(\mathrm{~s} ; \nu \mathrm{C}=\mathrm{O}$ ester), $1632(\mathrm{~s}), 1584(\mathrm{~s}), 1522$ (s) and $1405(\mathrm{~s})(\nu \mathrm{C}=\mathrm{N}$ and $\nu \mathrm{C}=\mathrm{C}), 1458$ (s) and $1444(\mathrm{~m})(\delta \mathrm{C}-\mathrm{H})$, 1095 ( $\mathrm{s} ; \nu \mathrm{ClO}_{4}^{-}$), 1058 ( $\mathrm{s} ; \nu \mathrm{C}-\mathrm{O}$ ) $\mathrm{cm}^{-1}$; elemental analysis (\%) calcd for $\mathrm{C}_{26} \mathrm{H}_{22} \mathrm{Cl}_{2} \mathrm{~N}_{10} \mathrm{O}_{12} \mathrm{Zn}$ (802.83): C 38.90, H 2.76, N 17.45; found: C 39.05, H 3.04, N 17.48.

## Synthesis of $\left[\mathrm{Zn}_{0.95} \mathrm{Co}_{0.05}\left(\text { bpp- } \mathrm{COOCH}_{3}\right)_{2}\right]\left(\mathrm{ClO}_{4}\right)_{2}(3)$

The above-described procedure was employed using bpp-COOMe $(81.2 \mathrm{mg}, 0.302 \mathrm{mmol}), \mathrm{Co}\left(\mathrm{ClO}_{4}\right)_{2} \cdot 6 \mathrm{H}_{2} \mathrm{O}(2.9 \mathrm{mg}, 0.0079 \mathrm{mmol})$, and $\mathrm{Zn}\left(\mathrm{ClO}_{4}\right)_{2} \cdot 6 \mathrm{H}_{2} \mathrm{O}(53.9 \mathrm{mg}, 0.145 \mathrm{mmol})$ in acetonitrile $(6 \mathrm{~mL})$ and di-
ethyl ether ( 10 mL ) to afford very light-orange crystals suitable for X-ray diffraction studies ( $91.7 \mathrm{mg}, 75.8 \%$ ). IR ( KBr ): $\tilde{\nu}_{\max }=1737$ ( $\mathrm{s} ;$ $v \mathrm{C}=\mathrm{O}$ ester), 1632 (s), 1584 (s), 1522 (s) and 1405 (s) ( $v \mathrm{C}=\mathrm{N}$ and $v C=C), 1458(\mathrm{~s})$ and $1444(\mathrm{~m})(\delta \mathrm{C}-\mathrm{H}), 1095\left(\mathrm{~s} ; \mathrm{vClO}_{4}^{-}\right), 1058(\mathrm{~s} ; \mathrm{vC}-$ O) $\mathrm{cm}^{-1}$; elemental analysis (\%) calcd for $\mathrm{C}_{26} \mathrm{H}_{22} \mathrm{Cl}_{2} \mathrm{~N}_{10} \mathrm{O}_{12} \mathrm{Zn}_{0.95} \mathrm{Co}_{0.05}$ (802.51): C 38.91, H 2.76, N 17.45, Co 0.37, Zn 7.74; found: C 39.22, H 2.83, N 17.46, Co 0.40, Zn 8.04.
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